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Abstract

Generating descriptions from images has been a challenging research topic that
intersects Computer Vision and Natural Language Processing (NLP). Image cap-
tioning is a difficult, yet important task that has recently been drawing much
attention. However, generating diverse and context-rich captions is not widely
studied, which could represent a limitation for a broader range of applications.
In this project, we present a novel approach to generate diverse captions using
Conditional Variational Auto-Encoders and deterministic attention.

1 Problem Definition

Generating images descriptions is a challenging task, it requires to detect which objects are in the
image, and also capture the representation and relations between these objects using natural language
sentences. Both tasks are considered as difficult problems; even descriptive language is sometimes
challenging for common understanding. Popular image datasets such as the MS-COCO dataset [8]
include image captions, and a popular task is to generate descriptions based on those images, but
generating context-rich captions requires understanding of the semantics in a given image.

Traditional models has successfully employed a combination of Convolutional Neural Networks
(CNN) and Recurrent Neural Networks (RNN) to generate captions from images [12, 10, 7], but they
are generally incapable of generating novel, more descriptive and diverse captions. In traditional
image captioning with deep neural networks, a CNN is used to extract a dense feature representation
at that represents the input image. This vector is used as the initial state of a RNN. At each iteration,
the RNN generates a predicted next word in a sentence given its previous state. Therefore, the result
from the CNN influences the following word predictions.

The ability to generate more descriptive, novel captions is valuable for suiting systems with the ability
to perceive semantic variations on the image compositions. The challenge is to be more accurate
about the visual alterations, instead of generating the same short caption for many different images.
The true challenge resides on getting diverse syntactic language representations from images, instead
of reproducing the ground-truth captions already seen on the sample collections. Some images can be
hard to interpret, the purpose of this project is to present a novel end-to-end solution to this problem.

2 Related Work

Attention mechanism has been employed to improve the state-of-the-art performance in many neural
machine translation tasks including [7, 1] by selectively referring back to the corresponding source
text. Xu et al. [12] also showed that visual attention is capable of improving caption generation
quality by assigning weights to the feature vector to focus on certain areas at every iteration of the
decoder network. Since then, visual attention has been widely adopted for generating more accurate
captions.



More recently, Variational Autoencoders (VAEs) have been explored for generating sentences.
Standard recurrent neural network language models generate one word at a time based on the previous
word, but this approach lacks global context over the sentence. Using VAEs for language modeling
has proven to exploit the characteristics of this generative approach to incorporate distributed latent
representations of entire sentences. Doing this, the system is capable of modeling more general
properties, such as style and high-level syntactic features [2, 5].

Additionally, prior work on exploiting VAEs and CVAEs for language models that include image
related tasks has shown successful results [6, 11]. In [6] the authors take advantage of this latent
variable model for Visual Question Answering (VQA) tasks. VQA is a research area about answering
questions based on an image and also involves both image recognition and natural language processing.
In [11] the authors explore image caption generation using CVAEs, augmenting the representation
with an additional data dependent latent variable, in which they use the annotated objects in a given
image. The main difference between this work and ours is that instead of using the data augmentation
and exploiting a Gaussian Mixture Model, we instead encourage the model to maintain the fixed
Gaussian prior and force the captioning decoder to rely mainly on the attention weights learned when
iterating over the whole captioning model.

3 Data

We use the MS COCO dataset [8] which is a widely used dataset for caption generation tasks. COCO
dataset contains 80 labels, 1.5 million object instances, and 330K images, of which more than 200K
are labeled. Each image contains 5 human-generated captions, which makes it an ideal dataset for
our caption generation task. We used 113.286 images for training, 5000 images for validation, and
5000 images for evaluation.

Figure 1: Examples of images in the COCO dataset. On the left hand side, we see captions explaining
two horses in water in a wooded area. However, no caption mentions the white stripes the horse on
the right or the fallen trees in the background. Moreover, the words brown or green never appear in
any of the captions. On the right hand side, 4 of the 5 captions mention the inside out umbrella, but
none mentions her clothes, the darkness of the image, or the puddle of water on the street.

4 Proposed Method

4.1 Overview

We propose an end-to-end model to generate diverse image descriptions for each input image using
a Conditional Variational Autoencoder (CVAE), where the encoder compresses data into a latent
space, and the decoder uses attention mechanism and generates captions given an image feature
representation and the latent representation. A diagram of the model is shown in Figure 1 for visual
illustration.
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Figure 2: Model diagram. Given an input image, a CNN is used to extract out a feature representation.
This feature representation acts as the initial hidden state of the encoder LSTM (bottom LSTM). After
a forward propagation, the last hidden state hT is obtained, but it is represented by a mean vector
and a standard deviation vector. Latent vector z is sampled from them via the reparametrization
trick, and it is given to the LSTM decoder network (above) as an initial input, along with the original
image feature representation. At each timestep t, the decoder outputs αti, which is multiplied to the
feature representation to become the context vector that tells the network which regions of the image
to "attend", or focus on, when generating wt. During training, teacher forcing is used. At test time,
beam search is used.

4.2 Encoder - LSTM

We first used a CNN–a pretrained ResNet [3] on Imagenet with 101 layers–that extracts out a feature
vector of size 2048, ai, given an input image. This representation is fed into the initial state of the
encoder, which is a Long-Short Term Memory (LSTM) [4]. The encoder additionally takes as input
one embedded word during each timestep, and at the last iteration, the hidden state hT is produced.
This hidden state contains rich information about the whole input (image and caption). It is then
processed through a set of linear layers to extract two separate vectors, one representing the mean
and the other representing the standard deviation of hT . Using the reparametrization trick, the latent
vector z is sampled from those two vectors.

4.3 Decoder - LSTM

The decoder gets two inputs before it starts getting the embedded words as inputs. First, z is fed into
the decoder along with the feature representation ai extracted from the pretrained Resnet. Note that z
is learned to model a Gaussian distribution to give a variable condition to the decoder. Lastly, the
decoder takes as input one embedded input word per timestep using the attention mechanism.

Attention mechanism works as follows: at each iteration t, the decoder uses a multi-layer perceptron
(MLP) fatt that is conditioned on the previous hidden state ht�1 and the ai to produce the attention
weight vector αt. To be mathematically precise,

eti = fatt(ht�1, at)

αti =
exp(eti)

�kexp(etk)
.

Finally, the weights are multiplied to the feature representation ai to become the context vector ct. In
mathematical terms,

ct = �iαti � ai.

These context vectors become the input to the LSTM in the next timestep, together with an embedded
input word. The logic behind attention mechanism is that by focusing on the areas of the input that
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